A Review on: FaceForensics ++

FaceForensics++ takes an approach on fake video detection. The inspiration behind this project was the rapid increase of fake face making techniques which causes not only the loss of faith over digital content but also the spread of fake news and misinformation. They have measured the degree to which the detection of such videos is impossible even by humans.

As mentioned in the paper modern editing tools have become widely popular for face editing. Putting one person’s face in another person’s photo. The editing tools have been split in two categories: identity modification and expression modification [1]. Nowadays even lightweight devices can be used to do face swaps such as snapchat filters using mobile phones [1]. Identity modification is the one where one person’s face is replaced into another person’s photo. Expression modification is facial re-enactment which takes one person’s expression and manipulates it.

The dataset consists of around 1.8 million images from 1000 above real and pristine videos [1]. The dataset was later improvised as it avoided as much face occlusions as possible leaving with around 509914 images which were facing the camera (for accuracy). The database was created using two graphics based approaches Face2Face [2] and FaceSwap [3] and two learning based approaches DeepFakes [4] and NeuralTextures [5]. These four methods require source and target actor video pairs as inputs [1]. The video resolution varied from 480p, 720p and 1080p.

After creating the dataset the videos were divided to be used for training, validation and test set and 720, 140 and 140 videos were used in that order for each of the category. Forgery detection was treated as a binary classification problem resulting in each video to be fake or real.

To set the benchmark of fake detection a survey was conducted among computer science students. Where they received 50:50 of real and fake image and were only given a certain amount of time to decide if the image was real or fake. The survey included photos of various quality, which showed that the human accuracy decreased with lower quality photos. From these results it was concluded that humans failed to detect when Face2Face and NeuralTextures were used. So it is safe to say that these two techniques make detection by human eye the most difficult.

For the forgery detection method, a conservative cropping method was used were the photo was enlarged by a scale factor of 1.3 around the center of the face tracked. This is better than other naïve approaches which include the entire picture as oppose to this method where only the face has been used. Methods in [6, 7] are used as well as computer-generated vs natural image detection method [8] and face tampering detection [9] has been used. However the classification using XceptionNet [10] outperforms all other forgery detection techniques.

So we can conclude that XceptionNet brings out the best result when it comes to detecting fake images. As the accuracy was about 96.36% with it.
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